**Importing the required libraries**

In [ ]:

**import** numpy

**import** tensorflow *#open source used for both ML and DL for computation*

**from** tensorflow.keras.datasets **import** mnist *#mnist dataset*

**from** tensorflow.keras.models **import** Sequential *#it is a plain stack of layers*

**from** tensorflow.keras **import** layers *#A Layer consists of a tensor- in tensor-out computat ion funct ion*

**from** tensorflow.keras.layers **import** Dense, Flatten *#Dense-Dense Layer is the regular deeply connected r*

*#faltten -used fot flattening the input or change the dimension*

**from** tensorflow.keras.layers **import** Conv2D *#onvoLutiona l Layer*

**from** keras.optimizers **import** Adam *#opt imizer*

**from** keras. utils **import** np\_utils *#used for one-hot encoding*

**import** matplotlib.pyplot **as** plt *#used for data visualization*

**load data**

In [2]:

(x\_train, y\_train), (x\_test, y\_test)**=**mnist**.**load\_data () *#splitting the mnist data into train and test*

Downloading data from https://storage.googleapis.com/tensorflow/tf-keras-datasets/mnist.npz

11490434/11490434 [==============================] - 3s 0us/step

In [3]:

print (x\_train**.**shape) *#shape is used for give the dimens ion values #60000-rows 28x28-pixels*

print (x\_test**.**shape)

(60000, 28, 28)

(10000, 28, 28)

**Understanding the data**

In [4]:

x\_train[0]

Out[4]:

array([[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 3,

18, 18, 18, 126, 136, 175, 26, 166, 255, 247, 127, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 30, 36, 94, 154, 170,

253, 253, 253, 253, 253, 225, 172, 253, 242, 195, 64, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 49, 238, 253, 253, 253, 253,

253, 253, 253, 253, 251, 93, 82, 82, 56, 39, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 18, 219, 253, 253, 253, 253,

253, 198, 182, 247, 241, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 80, 156, 107, 253, 253,

205, 11, 0, 43, 154, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 14, 1, 154, 253,

90, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 139, 253,

190, 2, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 11, 190,

253, 70, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 35,

241, 225, 160, 108, 1, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

81, 240, 253, 253, 119, 25, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 45, 186, 253, 253, 150, 27, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 16, 93, 252, 253, 187, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 249, 253, 249, 64, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 46, 130, 183, 253, 253, 207, 2, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 39,

148, 229, 253, 253, 253, 250, 182, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 24, 114, 221,

253, 253, 253, 253, 201, 78, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 23, 66, 213, 253, 253,

253, 253, 198, 81, 2, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 18, 171, 219, 253, 253, 253, 253,

195, 80, 9, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 55, 172, 226, 253, 253, 253, 253, 244, 133,

11, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 136, 253, 253, 253, 212, 135, 132, 16, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0]], dtype=uint8)

In [5]:

y\_train[0]

Out[5]:
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In [6]:

plt**.**imshow(x\_train[5000]) *#ploting the index=image*

Out[6]:

![model building.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAPsAAAD4CAYAAAAq5pAIAAAAOXRFWHRTb2Z0d2FyZQBNYXRwbG90bGliIHZlcnNpb24zLjYuMiwgaHR0cHM6Ly9tYXRwbG90bGliLm9yZy8o6BhiAAAACXBIWXMAAAsTAAALEwEAmpwYAAAOL0lEQVR4nO3df4wc9XnH8c8H4x8BDMahcS1+xISStqRKTXKYFlBrSkOJFRXStBS3IFeiuZRAFZQIlRJFIfmjoqghSktANQXFJAGKFH5W0IY4iVAqApyRY8yPACEG7Jx9YFNhaGOf7ad/3IAOuJk9dmZ31n7eL+m0e/PszDwa3edmd2Znvo4IAdj37dd2AwD6g7ADSRB2IAnCDiRB2IEk9u/nymZ5dszRgf1cJZDKL/WadsYOT1WrFXbbZ0j6mqQZkv4tIq6oev0cHagTfVqdVQKo8GCsLq11/Tbe9gxJX5f0UUnHSVpu+7hulwegt+p8Zl8i6ZmIeDYidkq6RdKZzbQFoGl1wn64pBcm/b6xmPYmtodtj9geGdeOGqsDUEfPj8ZHxMqIGIqIoZma3evVAShRJ+ybJB056fcjimkABlCdsD8s6VjbR9ueJekcSXc10xaApnV96i0idtm+SNJ/aeLU2w0R8VhjnQFoVK3z7BFxj6R7GuoFQA/xdVkgCcIOJEHYgSQIO5AEYQeSIOxAEoQdSIKwA0kQdiAJwg4kQdiBJAg7kARhB5Ig7EAShB1IgrADSRB2IAnCDiRB2IEkCDuQBGEHkiDsQBKEHUiCsANJEHYgCcIOJEHYgSQIO5AEYQeSIOxAErWGbLa9QdJ2Sbsl7YqIoSaaAtC8WmEvnBoRLzWwHAA9xNt4IIm6YQ9J37W9xvbwVC+wPWx7xPbIuHbUXB2AbtV9G39KRGyy/R5J99l+MiLun/yCiFgpaaUkHez5UXN9ALpUa88eEZuKxzFJt0ta0kRTAJrXddhtH2h77uvPJZ0uaX1TjQFoVp238Qsk3W779eXcFBH/2UhXABrXddgj4llJv91gLwB6iFNvQBKEHUiCsANJEHYgCcIOJNHEhTBo2ehnTyqtucN3FudsrX7By79RPf/CB3ZXL//uh6oXgL5hzw4kQdiBJAg7kARhB5Ig7EAShB1IgrADSewz59nHLiw/1yxJ//PB8cr67adf3WQ7ffWbsx7uet5fxq7K+iH7vauyPnbea5X1X/xz+Z/YVZs/Ujnv1rMPrqzvemFjZR1vxp4dSIKwA0kQdiAJwg4kQdiBJAg7kARhB5JwRP8GaTnY8+NEn9b1/E9dd0Jp7cll11TOO9szu14v2nHuhqWV9Zf/osN5+A3PN9jN3uHBWK1XYpunqrFnB5Ig7EAShB1IgrADSRB2IAnCDiRB2IEk9qrr2a899cbSWqfz6P+49djK+tjOuV311ITb1ny4sn7U3VOeNh0IG0+r3l9cueym0tonDnqlct5vLfphZf3cm5ZW1l/+8yNKaxmvhe+4Z7d9g+0x2+snTZtv+z7bTxePh/a2TQB1Tedt/DcknfGWaZdKWh0Rx0paXfwOYIB1DHtE3C9p21smnylpVfF8laSzmm0LQNO6/cy+ICJGi+ebJS0oe6HtYUnDkjRHB3S5OgB11T4aHxNX0pReTRMRKyNiKCKGZmp23dUB6FK3Yd9ie6EkFY9jzbUEoBe6DftdklYUz1dIurOZdgD0Ssfr2W3fLGmppMMkbZH0RUl3SLpV0lGSnpN0dkS89SDe29S9nt0f/kBp7aXF1dc2v+eOn1bWd2/t2D66sN8Hywd4/9gt/10574XzXqi17l+//oLS2qIvPFBr2YOq6nr2jgfoImJ5San71ALoO74uCyRB2IEkCDuQBGEHkiDsQBJ71a2ksW/Z+snfrayPfOnaWstfs2Nnae2yo5fUWvag4lbSAAg7kAVhB5Ig7EAShB1IgrADSRB2IAnCDiRB2IEkCDuQBGEHkiDsQBKEHUiCsANJEHYgib1qyGbsfTZedlJpbc/x23u67gUzyq9n3/UH1cNk7//9NU230zr27EAShB1IgrADSRB2IAnCDiRB2IEkCDuQBPeN3wfs/75FpbVnzl9YOe8156xsuJs3WzpnvLQ2w+3ta342/mpl/dPvPaVPnTSr1n3jbd9ge8z2+knTLre9yfba4mdZkw0DaN50/rV+Q9IZU0z/akQsLn7uabYtAE3rGPaIuF/Stj70AqCH6nxousj2uuJt/qFlL7I9bHvE9si4dtRYHYA6ug37tZKOkbRY0qikr5S9MCJWRsRQRAzN1OwuVwegrq7CHhFbImJ3ROyRdJ2kfXNITGAf0lXYbU8+n/NxSevLXgtgMHS8nt32zZKWSjrM9kZJX5S01PZiSSFpg6RP9a7Ffd+rf3ZiZf3FD1X/T/7yn9xSWjtn7std9dScwfze1h9+7+LK+vs10p9G+qhj2CNi+RSTr+9BLwB6aDD/7QJoHGEHkiDsQBKEHUiCsANJcCvpBvj4D1TW5109Wlm/Z9G1lfVeXgp6x2sHVdbX/98RtZb/H1cuLa3N2FF9efWKL99dWR8+5BfdtCRJmrV5Ztfz7q3YswNJEHYgCcIOJEHYgSQIO5AEYQeSIOxAEpxnn6bnvlQ+9PAXzvn3ynn/cu7Wyvrzu/63sv7kztK7fkmS/vbmvy6tHTA65V2F37Dwhy9V1nc//lRlvZND9OOu53367xd0WHj1efafV9wuetGd1beS3hexZweSIOxAEoQdSIKwA0kQdiAJwg4kQdiBJDjPPk3zThgrrXU6j37a439cWR//l1+trL/rzocq64v0QGW9yu6u56xvz+8fX1k/a16nmxhX76u27ZlVXnzo0Q7L3vewZweSIOxAEoQdSIKwA0kQdiAJwg4kQdiBJDjPPk3vPr/8+udf++wFlfMec0n1efD99XxXPe3tXn7/nMr6yXPq7YuG159bWjtM9a7T3xt13Jq2j7T9A9uP237M9meK6fNt32f76eKx+g4LAFo1nX+duyR9LiKOk/Q7ki60fZykSyWtjohjJa0ufgcwoDqGPSJGI+KR4vl2SU9IOlzSmZJWFS9bJemsHvUIoAHv6DO77UWSjpf0oKQFEfH6IGabJU15wzDbw5KGJWmODui6UQD1TPsIiO2DJH1H0sUR8crkWkSEpClH6YuIlRExFBFDMzW7VrMAujetsNueqYmgfzsibismb7G9sKgvlFR+WRiA1nV8G2/bkq6X9EREXDWpdJekFZKuKB7v7EmHA2LX6ObS2jGXlNdQbusJu2rN/8TO6ltwz73mkFrL39dM5zP7yZLOk/So7bXFtMs0EfJbbZ8v6TlJZ/ekQwCN6Bj2iPiRpLKRBk5rth0AvcLXZYEkCDuQBGEHkiDsQBKEHUiCS1zRU3+0/pXS2u3zvt5h7opbQUta8diKyvqh9z7cYfm5sGcHkiDsQBKEHUiCsANJEHYgCcIOJEHYgSQ4z46e+tOD15XWDtjvoMp5nxp/rbJ+wNXzumkpLfbsQBKEHUiCsANJEHYgCcIOJEHYgSQIO5AE59lRy9inT6qsL5hRfk35z8fLh8GWpOX/cEll/bB7q4fCxpuxZweSIOxAEoQdSIKwA0kQdiAJwg4kQdiBJKYzPvuRkm6UtEBSSFoZEV+zfbmkT0p6sXjpZRFxT68aRTs8e3Zl/RN/8/3K+vY9O0tryx66oHLeo/6V8+hNms6XanZJ+lxEPGJ7rqQ1tu8ral+NiH/qXXsAmjKd8dlHJY0Wz7fbfkLS4b1uDECz3tFndtuLJB0v6cFi0kW219m+wfahJfMM2x6xPTKuHfW6BdC1aYfd9kGSviPp4oh4RdK1ko6RtFgTe/6vTDVfRKyMiKGIGJqp6s9/AHpnWmG3PVMTQf92RNwmSRGxJSJ2R8QeSddJWtK7NgHU1THsti3peklPRMRVk6YvnPSyj0ta33x7AJoynaPxJ0s6T9KjttcW0y6TtNz2Yk2cjtsg6VM96A9t2xOV5W/efWpl/d6fLC2tHXXrj7toCN2aztH4H0nyFCXOqQN7Eb5BByRB2IEkCDuQBGEHkiDsQBKEHUiCW0mjUoyXX6IqSYs+z2Woewv27EAShB1IgrADSRB2IAnCDiRB2IEkCDuQhCOqr1dudGX2i5KemzTpMEkv9a2Bd2ZQexvUviR661aTvb03In5lqkJfw/62ldsjETHUWgMVBrW3Qe1Lordu9as33sYDSRB2IIm2w76y5fVXGdTeBrUvid661ZfeWv3MDqB/2t6zA+gTwg4k0UrYbZ9h+6e2n7F9aRs9lLG9wfajttfaHmm5lxtsj9leP2nafNv32X66eJxyjL2Wervc9qZi2621vayl3o60/QPbj9t+zPZniumtbruKvvqy3fr+md32DElPSfqIpI2SHpa0PCIe72sjJWxvkDQUEa1/AcP270l6VdKNEfFbxbQrJW2LiCuKf5SHRsTfDUhvl0t6te1hvIvRihZOHmZc0lmS/kotbruKvs5WH7ZbG3v2JZKeiYhnI2KnpFskndlCHwMvIu6XtO0tk8+UtKp4vkoTfyx9V9LbQIiI0Yh4pHi+XdLrw4y3uu0q+uqLNsJ+uKQXJv2+UYM13ntI+q7tNbaH225mCgsiYrR4vlnSgjabmULHYbz76S3DjA/Mtutm+PO6OED3dqdExIckfVTShcXb1YEUE5/BBunc6bSG8e6XKYYZf0Ob267b4c/raiPsmyQdOen3I4ppAyEiNhWPY5Ju1+ANRb3l9RF0i8exlvt5wyAN4z3VMOMagG3X5vDnbYT9YUnH2j7a9ixJ50i6q4U+3sb2gcWBE9k+UNLpGryhqO+StKJ4vkLSnS328iaDMox32TDjannbtT78eUT0/UfSMk0ckf+ZpM+30UNJX++T9JPi57G2e5N0sybe1o1r4tjG+ZLeLWm1pKclfU/S/AHq7ZuSHpW0ThPBWthSb6do4i36Oklri59lbW+7ir76st34uiyQBAfogCQIO5AEYQeSIOxAEoQdSIKwA0kQdiCJ/wd7/T2QCXkrNQAAAABJRU5ErkJggg==)

**Reshaping The Data**

In [7]:

*#Reshaping to format which CNN expects (batch, height, width, channels)*

x\_train**=**x\_train**.**reshape (60000, 28, 28, 1)**.**astype('float32')

x\_test**=**x\_test**.**reshape (10000, 28, 28, 1)**.**astype ('float32')

**One Hot Encoding**

In [8]:

number\_of\_classes **=** 10 *#storing the no of classes in a variable*

In [9]:

y\_train **=** np\_utils**.**to\_categorical (y\_train, number\_of\_classes) *#converts the output in binary format*

y\_test **=** np\_utils**.**to\_categorical (y\_test, number\_of\_classes)

In [10]:

y\_train[0] *#Printing the new label*

Out[10]:

array([0., 0., 0., 0., 0., 1., 0., 0., 0., 0.], dtype=float32)

**Add CNN Layers**

In [11]:

*#create model*

model**=**Sequential ()

*#adding modeL Layer*

model**.**add(Conv2D(64, (3, 3), input\_shape**=**(28, 28, 1), activation**=**'relu'))

model**.**add(Conv2D(32, (3, 3), activation **=** 'relu'))

*#flatten the dimension of the image*

model**.**add(Flatten())

*#output layer with 10 neurons*

model**.**add(Dense(number\_of\_classes,activation **=** 'softmax'))

**Compiling The Model**

In [12]:

*#Compile model*

model**.**compile(loss**=** 'categorical\_crossentropy', optimizer**=**"Adam", metrics**=**['accuracy'])

**Train The Model**

In [13]:

*#fit the model*

model**.**fit(x\_train, y\_train, validation\_data**=**(x\_test, y\_test), epochs**=**5, batch\_size**=**32)

Epoch 1/5

1875/1875 [==============================] - 208s 110ms/step - loss: 0.2258 - accuracy: 0.9531 - val\_loss: 0.0743 - val\_accuracy: 0.9764

Epoch 2/5

1875/1875 [==============================] - 205s 109ms/step - loss: 0.0673 - accuracy: 0.9792 - val\_loss: 0.0742 - val\_accuracy: 0.9777

Epoch 3/5

1875/1875 [==============================] - 212s 113ms/step - loss: 0.0456 - accuracy: 0.9862 - val\_loss: 0.0857 - val\_accuracy: 0.9755

Epoch 4/5

1875/1875 [==============================] - 211s 112ms/step - loss: 0.0370 - accuracy: 0.9889 - val\_loss: 0.1036 - val\_accuracy: 0.9748

Epoch 5/5

1875/1875 [==============================] - 202s 108ms/step - loss: 0.0271 - accuracy: 0.9917 - val\_loss: 0.0972 - val\_accuracy: 0.9809

Out[13]:

**Observing The Metrics**

In [14]:

*# Final evaluation of the model*

metrics **=** model**.**evaluate(x\_test, y\_test, verbose**=**0)

print("Metrics (Test loss &Test Accuracy) : ")

print(metrics)

Metrics (Test loss &Test Accuracy) :

[0.09719487279653549, 0.98089998960495]

**Test The Model**

In [15]:

prediction**=**model**.**predict(x\_test[6000:6001])

print(prediction)

1/1 [==============================] - 1s 636ms/step

[[5.1234290e-12 2.9132625e-12 4.7156525e-11 1.9892369e-07 1.4272153e-02

4.1180425e-05 6.8472568e-15 7.2068692e-04 6.3077291e-06 9.8495942e-01]]

In [17]:

**import** numpy **as** np

print(np**.**argmax(prediction, axis**=**1)) *#printing our Labels from first 4 images*

np**.**argmax(y\_test[5000:5001]) *#printing the actual labels*

[9]

Out[17]:
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**Save The Model**

In [18]:

*# Save the model*

model**.**save('models/project.h5')

In [ ]: